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Context

sip 25,000+ of these

SBC A
SIP Server
216.1.2.3

SBC B
SIP Server
128.4.5.6

SIP UAs, i.e., 
Phones use 

SBC A
until it fails

SIP UAs, i.e., 
Phones use 
SBC B if 
SBC A fails

SIP Registrar &
Application 
Servers

REGISTER & 
SUBSCRIBE

REGISTER & 

SUBSCRIBE

https://ecg.co/sipnoc
2



When SIP 
failure occurs: 
walk, 
don't run.

3



ARPANET, October 1986, 
Daily Meltdown: "Congestion Collapse"

https://ecg.co/sipnoc
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1980s: Van Jacobson and the ARPANET

https://ecg.co/sipnoc
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https://www.wired.com/2012/05/van-jacobson/


2.01
https://ecg.co/sipnoc
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Each UA averages ~2 SIP requests/min

REGISTER

200 OK expires=60

REGISTER

200 OK expires=60

With very short NAT & 
Firewall UDP keepalive 
timers, SIP devices 
re-REGISTER every 30 
seconds.

SUBSCRIBE's often 
refreshed every hour.

SUBSCRIBE

200 OK expires=3600

https://ecg.co/sipnoc
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One Registration, Many 
Subscriptions

https://ecg.co/sipnoc
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One transaction fails? Startup again!

https://ecg.co/sipnoc
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Failover: burst of 17 SIP requests

REGISTER
503 Service Unavailable

REGISTER

SUBSCRIBE

401 Unauthorized

REGISTER (with Authorization)
200 OK; expires=30

401 Unauthorized
SUBSCRIBE (with Authorization)

200 OK; expires=3600

NOTIFY
200 OK

SUBSCRIBE 
then NOTIFY 
sequence 
commonly 
repeated 5-8 
times

A single 503 triggers 
immediate failover.
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8.5x
11

https://ecg.co/sipnoc
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Ex. 1: October 2018: Stabilized by 
Removing Failover

https://ecg.co/sipnoc
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Ex. 1: OUTAGE: Failover outage, 2.5x 
recorded SIP load

https://ecg.co/sipnoc
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Ex. 2: 3.5x CPU Load on Startup

https://ecg.co/sipnoc
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Startup Consumes Huge Capacity

https://ecg.co/sipnoc
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Ex 3: Failover 8.5x Authentication

https://ecg.co/sipnoc
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SIP UA's should retry failed requests

https://ecg.co/sipnoc
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Backoff Exponentially."

https://ecg.co/sipnoc
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Use Entire Failover Budget

https://ecg.co/sipnoc
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Chains of Failover 
can crash whole 
networks

Server A

Server B

Server C

Group 1 
users

Group 2 
users

Group 3 
users

Primary 
server

Secondary 
server

https://ecg.co/sipnoc
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RFC 3263 says how to failover, not when

4.3 Details of RFC 2782 Process

If a failure occurs, the client SHOULD create a 
new request ...  That request is sent to the next 
element in the list as specified by RFC 2782.

https://ecg.co/sipnoc
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Maximize refresh 
delay: Slow 

re-registration 

Retry with 
Exponential Backoff 

on 503 Failure.

Randomize delay on 
failover.
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